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#### Abstract

The probability density function for the determinant of a $n \times n$ random Hermitian matrix taken from the Gaussian unitary ensemble is calculated. It is found to be a Meijer $G$ function or a linear combination of two Meijer $G$-functions, depending on the parity of $n$. The integer moments of this probability density are also given.


## 1. Introduction and results

Three ensembles of random matrices have been studied extensively [1]. These are the ensembles of matrices $A$ defined by the probability density $\propto \exp \left(-\operatorname{tr} A^{2}\right)$ of the matrix elements. The matrix $A$ is real symmetric for the Gaussian orthogonal ensemble, it is complex Hermitian for the Gaussian unitary ensemble and it is quaternion self-dual for the Gaussian symplectic ensemble. The question concerning the distribution of the determinant was asked only once by Wigner [2], who gave the mean value of the logarithm of the $n \times n$ determinant $\left[\delta_{j k}+\varepsilon_{j k}\right]$ in the limit $n \rightarrow \infty$ with $\varepsilon_{j k}\left(\varepsilon_{j k}=\varepsilon_{k j}\right.$, if real and $\varepsilon_{j k}=\varepsilon_{k j}^{*}$, if complex) of order $1 / n$. For a random matrix taken from the Gaussian unitary ensemble we shall calculate the probability density of its determinant. The same question concerning the other two ensembles (orthogonal and symplectic) remains open.

Our method consists of calculating explicitly, in section 2 the Mellin transforms of the even and odd parts of the probability density $g_{n}(y)$, equation (3.1), of the determinant $y=x_{1} x_{2} \ldots x_{n}$ where $x_{1}, \ldots, x_{n}$ are the eigenvalues of the random matrix. For this calculation we apply a method used recently [3] to compute the expectation value of any function of eigenvalues of the form $\prod_{j=1}^{n} \phi\left(x_{j}\right)$. We then use the inverse Mellin transform in section 3. Our main results for positive integers $n$ are as follows. They have a different form accordingly as $n$ is odd or even, and for clarity we present them separately.

$$
\begin{align*}
& g_{2 m+1}(y)=N_{2 m+1} G_{0,2 m+1}^{2 m+1,0}\left(y^{2} \mid 0,1,1,2,2, \ldots, m, m\right)  \tag{1.1}\\
& g_{2 m}(y)=N_{2 m}\left[G_{0,2 m}^{2 m, 0}\left(y^{2} \mid 0,1,1,2,2, \ldots, m-1, m-1, m\right)\right. \\
& \left.\quad \quad+(-1)^{m} \operatorname{sign}(y) G_{0,2 m}^{2 m, 0}\left(y^{2} \left\lvert\, \frac{1}{2}\right., \frac{1}{2}, \frac{3}{2}, \frac{3}{2}, \ldots, m-\frac{1}{2}, m-\frac{1}{2}\right)\right]
\end{aligned} \quad \begin{aligned}
& N_{2 m+1}:=2^{m(2 m+1)} \pi^{-(m+1 / 2)} \prod_{j=0}^{m} j!/ \prod_{j=m}^{2 m} j! \tag{1.2}
\end{align*}
$$
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$N_{2 m}:=2^{m(2 m-1)} \pi^{-m} \prod_{j=0}^{m-1} j!/ \prod_{j=m}^{2 m-1} j!$.
Here $G_{0, n}^{n, 0}$ is a Meijer $G$-function [4].
For $y=0$, one obtains in section 4,

$$
\begin{align*}
& g_{2 m+1}(0)=2^{m(2 m+1)} \pi^{-(m+1 / 2)} \prod_{j=0}^{m} j!^{3} /\left(m!^{2} \prod_{j=m}^{2 m} j!\right)  \tag{1.5}\\
& g_{2 m}(0)=2^{m(2 m-1)} \pi^{-m} \prod_{j=0}^{m-1} j!^{3} / \prod_{j=m-1}^{2 m-1} j!  \tag{1.6}\\
& g_{2 m+1}^{\prime}(0)=0  \tag{1.7}\\
& g_{2 m}^{\prime}(0)=(-1)^{m} \times \infty \tag{1.8}
\end{align*}
$$

In the vicinity of $y=0$, one has the expansion of $g_{n}(y)$ as

$$
\begin{align*}
& g_{1}(y)=\frac{1}{\sqrt{\pi}}\left[1-y^{2}+\mathrm{O}\left(y^{4}\right)\right]  \tag{1.9}\\
& g_{2}(y)=\frac{2}{\pi}\left[1+2 y \ln |y|+2 \gamma y+2 y^{2} \ln |y|+(2 \gamma-1) y^{2}+\mathrm{O}\left(y^{3} \ln |y|\right)\right]  \tag{1.10}\\
& g_{2 m+1}(y)=g_{2 m+1}(0)\left[1-\frac{2 y^{2}}{(m-1)!^{2}}\left(\ln ^{2}|y|+\alpha_{m} \ln |y|+\beta_{m}\right)+\mathrm{O}\left(y^{4} \ln ^{4}|y|\right)\right]  \tag{1.11}\\
& g_{2 m}(y)=g_{2 m}(0)\left\{1-(-1)^{m} \frac{2 y}{(m-1)!}\left[\ln |y|+\gamma-\sum_{j=1}^{m-1} \psi(j)\right]\right. \\
& \left.\quad-\frac{2 y^{2}}{(m-1)!(m-2)!}\left(\ln ^{2}|y|+\alpha_{m}^{\prime} \ln |y|+\beta_{m}^{\prime}\right)+\mathrm{O}\left(y^{3} \ln ^{3}|y|\right)\right\} \tag{1.12}
\end{align*}
$$

where

$$
\begin{align*}
& \alpha_{m}=3 \gamma-1-2 \sum_{j=1}^{m-1} \psi(j)  \tag{1.13}\\
& \alpha_{m}^{\prime}=3 \gamma-1-\psi(m-1)-2 \sum_{j=1}^{m-2} \psi(j)  \tag{1.14}\\
& \beta_{m}=\frac{1}{4}\left[\alpha_{m}^{2}+1+\frac{\pi^{2}}{2}+2 \sum_{j=1}^{m-1} \psi^{\prime}(j)\right]  \tag{1.15}\\
& \beta_{m}^{\prime}=\frac{1}{4}\left[\alpha_{m}^{\prime 2}+1+\frac{\pi^{2}}{2}+\psi^{\prime}(m-1)+2 \sum_{j=1}^{m-2} \psi^{\prime}(j)\right] \tag{1.16}
\end{align*}
$$

In these equations, $\psi(z):=\Gamma^{\prime}(z) / \Gamma(z)$ is the psi function [5] and $\psi^{\prime}$ is its derivative, $\gamma=-\psi(1) \approx 0.5772$ is the Euler constant and $\psi(j)$ and $\psi^{\prime}(j)$ for $j \leqslant 0$ are interpreted to be zero.

For large $|y|$, the asymptotic expressions for $g_{n}(y)$ are derived in section 5 .

$$
\begin{array}{rlr}
g_{2 m+1}(y)=2^{2 m(m+1)}[\pi(2 m+1)]^{-1 / 2}\left(\prod_{j=0}^{m} j!/ \prod_{j=m}^{2 m} j!\right) \mathrm{e}^{-(2 m+1)|y|^{2 /(2 m+1)}}|y|^{2 m^{2} /(2 m+1)} \\
& \times\left[1+\frac{m^{2}(m+1)^{2}}{6(2 m+1)}|y|^{-2 /(2 m+1)}+\mathrm{O}\left(|y|^{-4 /(2 m+1)}\right)\right] & |y| \gg 1 \tag{1.17}
\end{array}
$$



Figure 1. Graphs of the functions $g_{n}(y)$ for $n=1,2,3$ and 4.

$$
\begin{equation*}
g_{2 m}(y)=2^{2 m^{2}-3}\left(\frac{m}{\pi}\right)^{1 / 2}\left(\prod_{j=0}^{m-1} j!/ \prod_{j=m}^{2 m-1} j!\right) \mathrm{e}^{-2 m|y|^{1 / m}}|y|^{m-1-1 /(2 m)}\left[1+\mathrm{O}\left(|y|^{-1 / m}\right)\right] \tag{1.18}
\end{equation*}
$$

if either $m$ is odd and $y \gg 1$, or $m$ is even and $y \ll-1$

$$
\begin{align*}
& g_{2 m}(y)=2^{2 m^{2}}(\pi m)^{-1 / 2}\left(\prod_{j=0}^{m-1} j!/ \prod_{j=m}^{2 m-1} j!\right) \mathrm{e}^{-2 m|y|^{1 / m}}|y|^{m-1+1 /(2 m)} \\
& \times\left[1+\frac{4 m^{4}-2 m^{2}+1}{48 m}|y|^{-1 / m}+\mathrm{O}\left(|y|^{-2 / m}\right)\right] \tag{1.19}
\end{align*}
$$

if either $m$ is even and $y \gg 1$, or $m$ is odd and $y \ll-1$.
The particular cases $n=1,2,3$ and 4 are studied in appendix A. 1 and the corresponding functions $g_{n}(y)$ are plotted in figure 1.

The moments of the probability density $g_{n}(y)$ for $q=1,2, \ldots$

$$
\begin{equation*}
M(n, q):=\int_{-\infty}^{\infty} g_{n}(y) y^{q} \mathrm{~d} y \tag{1.20}
\end{equation*}
$$

are deduced in section 6

$$
\begin{align*}
& M(2 m+1,2 p+1)=0  \tag{1.21}\\
& M(2 m+1,2 p)=\frac{\Gamma\left(p+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}\right)} \prod_{j=1}^{m}\left[\frac{\Gamma\left(p+j+\frac{1}{2}\right)}{\Gamma\left(j+\frac{1}{2}\right)}\right]^{2}  \tag{1.22}\\
& M(2 m, 2 p+1)=(-1)^{m} \frac{\Gamma\left(\frac{1}{2}\right)}{\Gamma\left(m+\frac{1}{2}\right)} \prod_{j=0}^{m-1}\left[\frac{\Gamma\left(p+j+\frac{3}{2}\right)}{\Gamma\left(j+\frac{1}{2}\right)}\right]^{2}  \tag{1.23}\\
& M(2 m, 2 p)=\frac{\Gamma\left(p+m+\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(p+\frac{1}{2}\right) \Gamma\left(m+\frac{1}{2}\right)} \prod_{j=0}^{m-1}\left[\frac{\Gamma\left(p+j+\frac{1}{2}\right)}{\Gamma\left(j+\frac{1}{2}\right)}\right]^{2} \tag{1.24}
\end{align*}
$$

In appendix A. 3 we make some remarks concerning the probability density of the determinant of a matrix taken from the Gaussian symplectic and Gaussian orthogonal ensembles, in appendix A. 4 concerning complex matrices and in appendix A. 5 concerning quaternion real matrices.

## 2. Calculation of Mellin transforms

For $p$ Hermitian $n \times n$ matrices coupled in a chain we recently used [3] a method of computing the average of a function of the form $\prod_{\mu=1}^{p} \prod_{k=1}^{n} \phi_{\mu}\left(x_{\mu k}\right)$, where $x_{\mu k}$, $k=1, \ldots, n$, are the eigenvalues of the $\mu$ th matrix in the chain. We took $\phi_{\mu}(x)$ to be $1-\chi_{\mu}(x)$, where $\chi_{\mu}$ is the characteristic function of the interval $I_{\mu}$ and obtained the probability that the interval $I_{\mu}$ does not contain any eigenvalue of the $\mu$ th matrix in the chain. We now apply the same method to compute the Mellin transforms of the even and odd parts

$$
\begin{equation*}
g_{n}^{ \pm}(y):=\frac{1}{2}\left[g_{n}(y) \pm g_{n}(-y)\right] \tag{2.1}
\end{equation*}
$$

of the probability density $g_{n}(y)$ of the determinant of one matrix. The probability density of the eigenvalues $\boldsymbol{x}:=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ of a random matrix taken from the Gaussian unitary ensemble for $n=1,2, \ldots$ is [1]

$$
\begin{align*}
& F(\boldsymbol{x}):=C_{n} \exp \left(-\sum_{j=1}^{n} x_{j}^{2}\right) \Delta^{2}(\boldsymbol{x})  \tag{2.2}\\
& \Delta(\boldsymbol{x}):= \begin{cases}1 & n=1 \\
\prod_{1 \leqslant j<k \leqslant n}\left(x_{k}-x_{j}\right) & n=2,3, \ldots\end{cases}  \tag{2.3}\\
& C_{n}:=2^{n(n-1) / 2} \pi^{-n / 2} / \prod_{j=1}^{n} j!. \tag{2.4}
\end{align*}
$$

Recall that a polynomial is called monic if the coefficient of its highest power is one. We write $\Delta(x)$ as a polynomial alternant,

$$
\begin{equation*}
\Delta^{2}(\boldsymbol{x})=\left(\operatorname{det}\left[x_{j}^{i-1}\right]\right)^{2}=\operatorname{det}\left[P_{i-1}\left(x_{j}\right)\right] \operatorname{det}\left[Q_{i-1}\left(x_{j}\right)\right]_{i, j=1, \ldots, n} \tag{2.5}
\end{equation*}
$$

where $P_{i}(x)$ and $Q_{i}(x)$ are any monic polynomials of degree $i$. Expanding the determinants one has

$$
\begin{equation*}
\Delta^{2}(\boldsymbol{x})=\sum_{(i)} \sum_{(j)} \sigma(i) \sigma(j) P_{i_{1}}\left(x_{1}\right) \ldots P_{i_{n}}\left(x_{n}\right) Q_{j_{1}}\left(x_{1}\right) \ldots Q_{j_{n}}\left(x_{n}\right) \tag{2.6}
\end{equation*}
$$

where $\sigma(i)$ is the sign of the permutation $(i):=\binom{0, \ldots, n-1}{i_{1}, \ldots, i_{n}}$, the sum $(i)$ is over all the $n$ ! permutations ( $i$ ), and similarly for the permutations $(j)$.

If $\Phi(\boldsymbol{x})=\prod_{j=1}^{n} \phi\left(x_{j}\right)$, then the average value of $\Phi(\boldsymbol{x})$ is

$$
\begin{align*}
\langle\Phi(\boldsymbol{x})\rangle & :=\int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} F(\boldsymbol{x}) \Phi(\boldsymbol{x}) \mathrm{d} x_{1} \ldots \mathrm{~d} x_{n} \\
& =C_{n} \sum_{(i)} \sum_{(j)} \sigma(i) \sigma(j) \prod_{k=1}^{n} \int_{-\infty}^{\infty} P_{i_{k}}\left(x_{k}\right) Q_{j_{k}}\left(x_{k}\right) \mathrm{e}^{-x_{k}^{2}} \phi\left(x_{k}\right) \mathrm{d} x_{k} \\
& =C_{n} \sum_{(i)} \sum_{(j)} \sigma(i) \sigma(j) \Phi_{i_{1}, j_{1}} \ldots \Phi_{i_{n}, j_{n}} \\
& =C_{n} n!\operatorname{det}\left[\Phi_{i, j}\right]_{i, j=0, \ldots, n-1} \tag{2.7}
\end{align*}
$$

where

$$
\begin{equation*}
\Phi_{i, j}:=\int_{-\infty}^{\infty} P_{i}(x) Q_{j}(x) \mathrm{e}^{-x^{2}} \phi(x) \mathrm{d} x \tag{2.8}
\end{equation*}
$$

The determinant of the matrix is $y=x_{1} \ldots x_{n}$ with a probability density $g_{n}(y)$. The Mellin transform of the even part of $g_{n}(y)$ is

$$
\begin{align*}
\mathcal{M}_{n}^{+}(s) & :=\int_{0}^{\infty} y^{s-1} g_{n}^{+}(y) \mathrm{d} y  \tag{2.9}\\
& =\frac{1}{2} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} F(\boldsymbol{x})\left|x_{1} \ldots x_{n}\right|^{s-1} \mathrm{~d} x_{1} \ldots \mathrm{~d} x_{n}  \tag{2.10}\\
& \left.=\left.\frac{1}{2}\langle | x_{1} \ldots x_{n}\right|^{s-1}\right\rangle  \tag{2.11}\\
& =\frac{1}{2} C_{n} n!\operatorname{det}\left[\Phi_{i, j}^{+}\right]_{i, j=0, \ldots, n-1} \tag{2.12}
\end{align*}
$$

where with $\phi(x)=|x|^{s-1}$ in equation (2.8), one has

$$
\begin{equation*}
\Phi_{i, j}^{+}:=\int_{-\infty}^{\infty} P_{i}(x) Q_{j}(x) \mathrm{e}^{-x^{2}}|x|^{s-1} \mathrm{~d} x \tag{2.13}
\end{equation*}
$$

We can choose $P_{i}(x)$ and $Q_{i}(x)$ as any monic polynomials of degree $i$. They can be chosen to make the matrix $\left[\Phi_{i, j}^{+}\right.$] diagonal. However, let us take $P_{i}(x)=Q_{i}(x)=x^{i}$. Then

$$
\begin{array}{rlr}
\Phi_{i, j}^{+} & :=\int_{-\infty}^{\infty} x^{i+j}|x|^{s-1} \mathrm{e}^{-x^{2}} \mathrm{~d} x & \operatorname{Re} s>0 \\
& = \begin{cases}\Gamma[(s+i+j) / 2] & i+j \text { even } \\
0 & i+j \text { odd }\end{cases} \tag{2.14}
\end{array}
$$

The alternate elements of the $n \times n$ determinant $\left[\Phi_{i, j}^{+}\right.$] being zero, we can rearrange its rows and columns so as to collect the zero elements separate from the non-zero elements. Thus
$\operatorname{det}\left[\Phi_{i, j}^{+}\right]_{i, j=0, \ldots, n-1}=\operatorname{det}\left[\Phi_{2 i, 2 j}^{+}\right]_{i, j=0, \ldots,[(n-1) / 2]} \operatorname{det}\left[\Phi_{2 i+1,2 j+1}^{+}\right]_{i, j=0, \ldots,[(n-2) / 2]}$
where $[x]$ denotes the largest integer less than or equal to $x$. It is straightforward to evaluate the determinants $\left[\Phi_{2 i, 2 j}^{(+)}\right]$and $\left[\Phi_{2 i+1,2 j+1}^{+}\right]$(cf appendix A.2)

$$
\begin{align*}
& \operatorname{det}\left[\Phi_{2 i, 2 j}^{+}\right]_{i, j=0, \ldots,[(n-1) / 2]}=\prod_{j=0}^{[(n+1) / 2]}\left[j!\Gamma\left(\frac{s}{2}+j\right)\right]  \tag{2.16}\\
& \operatorname{det}\left[\Phi_{2 i+1,2 j+1}^{+}\right]_{i, j=0, \ldots,[n / 2]}=\prod_{j=0}^{[n / 2]}\left[j!\Gamma\left(\frac{s}{2}+j+1\right)\right] . \tag{2.17}
\end{align*}
$$

Putting in the constants, we find

$$
\begin{equation*}
\mathcal{M}_{n}^{+}(s)=\frac{1}{2} N_{n} \prod_{j=1}^{n} \Gamma\left(\frac{s}{2}+b_{j}^{+}\right) \quad \operatorname{Re} s>0 \tag{2.18}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{j}^{+}:=[j / 2] \quad j=1,2, \ldots \tag{2.19}
\end{equation*}
$$

Note that, from the normalization of $g_{n}(y)$, one has

$$
\begin{equation*}
1=\int_{-\infty}^{\infty} g_{n}(y) \mathrm{d} y=2 \int_{0}^{\infty} g_{n}^{+}(y) \mathrm{d} y \tag{2.20}
\end{equation*}
$$

therefore

$$
\begin{equation*}
N_{n}^{-1}=\prod_{j=1}^{n} \Gamma\left(\frac{1}{2}+b_{j}^{+}\right) \tag{2.21}
\end{equation*}
$$

Similarly the Mellin transform of the odd part of $g_{n}(y)$ is

$$
\begin{align*}
\mathcal{M}_{n}^{-}(s):= & \int_{0}^{\infty} y^{s-1} g_{n}^{-}(y) \mathrm{d} y  \tag{2.22}\\
& =\frac{1}{2} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} F(x) \operatorname{sign}\left(x_{1} \ldots x_{n}\right)\left|x_{1} \ldots x_{n}\right|^{s-1} \mathrm{~d} x_{1} \ldots \mathrm{~d} x_{n}  \tag{2.23}\\
& \left.=\left.\frac{1}{2}\left\langle\operatorname{sign}\left(x_{1} \ldots x_{n}\right)\right| x_{1} \ldots x_{n}\right|^{s-1}\right\rangle  \tag{2.24}\\
& =\frac{1}{2} C_{n} n!\operatorname{det}\left[\Phi_{i, j}^{-}\right]_{i, j=0, \ldots, n-1} \tag{2.25}
\end{align*}
$$

where with $\phi(x)=\operatorname{sign}(x)|x|^{s-1}$ in equation (2.8), one has

$$
\begin{align*}
\Phi_{i, j}^{-} & :=\int_{-\infty}^{\infty} x^{i+j} \operatorname{sign}(x)|x|^{s-1} \mathrm{e}^{-x^{2}} \mathrm{~d} x \quad \operatorname{Re} s>0 \\
& = \begin{cases}\Gamma[(s+i+j) / 2] & i+j \text { odd } \\
0 & i+j \text { even. }\end{cases} \tag{2.26}
\end{align*}
$$

In the $n \times n$ determinant $\left[\Phi_{i, j}^{-}\right.$], the zero and non-zero elements can again be separated and the two resulting determinants computed. One has

$$
\begin{align*}
\operatorname{det}\left[\Phi_{i, j}^{-}\right] & =(-1)^{n / 2}\left\{\operatorname{det}\left[\Phi_{2 i, 2 j+1}^{-}\right]_{i, j=0, \ldots,[n / 2]}\right\}^{2} \\
& = \begin{cases}(-1)^{n / 2} \prod_{j=0}^{n / 2-1}\left[j!\Gamma\left(\frac{s+1}{2}+j\right)\right]^{2} & n \text { even } \\
0 & n \text { odd }\end{cases} \tag{2.27}
\end{align*}
$$

So that the Mellin transform of the odd part of $g_{n}(y)$ is

$$
\mathcal{M}_{n}^{-}(s)=\left\{\begin{array}{ll}
(-1)^{n / 2} \frac{1}{2} N_{n} \prod_{j=1}^{n} \Gamma\left(\frac{s}{2}+b_{j}^{-}\right) & n \text { even }  \tag{2.28}\\
0 & n \text { odd }
\end{array} \quad \operatorname{Re} s>0\right.
$$

where

$$
\begin{equation*}
b_{j}^{-}:=[(j-1) / 2]+\frac{1}{2} \quad j=1,2, \ldots \tag{2.29}
\end{equation*}
$$

## 3. Inverse Mellin transforms

The probability density $g_{n}(y)$ is defined using the Dirac delta function by

$$
\begin{equation*}
g_{n}(y):=\int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} F(\boldsymbol{x}) \delta\left(y-x_{1} \ldots x_{n}\right) \mathrm{d} x_{1} \ldots \mathrm{~d} x_{n} \tag{3.1}
\end{equation*}
$$

From equation (2.2) an integration over $x_{n}$ gives

$$
\begin{align*}
g_{n}(y)=C_{n} \int_{-\infty}^{\infty} & \ldots \int_{-\infty}^{\infty} \exp \left[-\sum_{j=1}^{n-1} x_{j}^{2}-\frac{y^{2}}{\left(x_{1} \ldots x_{n-1}\right)^{2}}\right] \frac{1}{\left|x_{1} \ldots x_{n-1}\right|} \\
& \times \prod_{j=1}^{n-1}\left(x_{j}-\frac{y}{x_{1} \ldots x_{n-1}}\right)^{2} \prod_{1 \leqslant i<j \leqslant n-1}\left(x_{i}-x_{j}\right)^{2} . \tag{3.2}
\end{align*}
$$

The integrand in the above equation is the product of an exponential term by a polynomial in $y, x_{1}, \ldots, x_{n-1}$ and divided by $\left|x_{1} \ldots x_{n-1}\right|^{2 n-1}$. When any $x_{j}$ goes either to infinity or to zero the integrand has a decreasing Gaussian factor. It follows that the integral (3.2) is
convergent. Furthermore, the integrand is clearly a continuous function of $y$. Therefore, from equation (3.1) the probability density $g_{n}(y)$ is a continuous bounded function for any real $y$. From equation (2.1) the even and odd parts $g_{n}^{ \pm}(y)$ of $g_{n}(y)$ are also bounded and continuous. Their Mellin transforms $\mathcal{M}_{n}^{ \pm}(s)$ are analytic in the right half complex $s$-plane $\operatorname{Re} s>0$. Thus they are uniquely determined by the inverse Mellin transform of $\mathcal{M}_{n}^{ \pm}(s)$ [6].

Looking at the tables of integral transforms [7] one finds that the Mellin transform of a Meijer $G$-function is the ratio of products of gamma functions. In particular [7]

$$
\begin{equation*}
\int_{0}^{\infty} x^{s-1} G_{0, n}^{n, 0}\left(x \mid b_{1}, \ldots, b_{n}\right) \mathrm{d} x=\prod_{j=1}^{n} \Gamma\left(s+b_{j}\right) \tag{3.3}
\end{equation*}
$$

By a change of $x$ into $y^{2}$ and $s$ into $s / 2$, this can be written as

$$
\begin{equation*}
2 \int_{0}^{\infty} y^{s-1} G_{0, n}^{n, 0}\left(y^{2} \mid b_{1}, \ldots, b_{n}\right) \mathrm{d} y=\prod_{j=1}^{n} \Gamma\left(\frac{s}{2}+b_{j}\right) \tag{3.4}
\end{equation*}
$$

Comparing this last equation with equations (2.18) and (2.28), one obtains for $y \geqslant 0$

$$
\begin{align*}
& g_{n}^{+}(y)=N_{n} G_{0, n}^{n, 0}\left(y^{2} \mid b_{1}^{+}, \ldots, b_{n}^{+}\right)  \tag{3.5}\\
& g_{n}^{-}(y)= \begin{cases}(-1)^{n / 2} N_{n} G_{0, n}^{n, 0}\left(y^{2} \mid b_{1}^{-}, \ldots, b_{n}^{-}\right) & n \text { even } \\
0 & n \text { odd }\end{cases} \tag{3.6}
\end{align*}
$$

Taking into account the symmetry properties of $g_{n}^{ \pm}(y)$, one obtains for all real $y$ the results announced in equations (1.1) and (1.2).

## 4. Computation of the $G$-functions and behaviour near the origin

The $G$-functions have convergent series expansions which are convenient for their numerical evaluation. By definition [4]

$$
\begin{equation*}
G_{0, n}^{n, 0}\left(y^{2} \mid b_{1}^{ \pm}, \ldots, b_{n}^{ \pm}\right)=\frac{1}{2 \mathrm{i} \pi} \int_{\mathcal{L}} y^{2 s} \prod_{j=1}^{n} \Gamma\left(b_{j}^{ \pm}-s\right) \mathrm{d} s \tag{4.1}
\end{equation*}
$$

The contour $\mathcal{L}$ goes from $-\mathrm{i} \infty$ to $+\mathrm{i} \infty$ so that all poles of $\Gamma\left(b_{j}^{ \pm}-s\right)$ lie to the right of the path. It can be closed in the right half complex $s$-plane, so that the $G$-function is the negative of the sum of residues at its poles which from equations (2.19) and (2.29) all lie on the non-negative real axis.

When $n=1, G_{0,1}^{1,0}\left(y^{2} \mid 0\right)$ has simple poles at $j=0,1, \ldots$ with the residue $(-1)^{j+1} y^{2 j} / j$ ! and

$$
\begin{equation*}
G_{0,1}^{1,0}\left(y^{2} \mid 0\right)=\mathrm{e}^{-y^{2}} \tag{4.2}
\end{equation*}
$$

For $n=2$, one can either calculate the residues at the poles or consult the literature [8] to find that

$$
\begin{equation*}
G_{0,2}^{2,0}\left(y^{2} \mid b_{1}, b_{2}\right)=2|y|^{b_{1}+b_{2}} K_{\left|b_{2}-b_{1}\right|}(2|y|) \tag{4.3}
\end{equation*}
$$

with $K_{v}$ the modified Bessel function [9]. Thus

$$
\begin{equation*}
G_{0,2}^{2,0}\left(y^{2} \mid 0,1\right)=2|y| K_{1}(2|y|) \quad G_{0,2}^{2,0}\left(y^{2} \left\lvert\, \frac{1}{2}\right., \frac{1}{2}\right)=2|y| K_{0}(2|y|) \tag{4.4}
\end{equation*}
$$

For $n \geqslant 2$, in the case of the $\left\{b_{j}^{+}\right\}, s=0$ is a simple pole with residue $-\prod_{j=1}^{n}\left(b_{j}^{+}\right)$!; $s=1$ is a pole of order 2 or 3 according as $n=2$ or $n \geqslant 3 ; s=2$ is a pole of order
$\min (n, 5) ; s=3$ is a pole of order $\min (n, 7)$; and so on. It is straightforward to calculate the residue at $s=j$, by writing
$\Gamma(k-s)=[(k-s)(k+1-s) \ldots(j-s)]^{-1} \Gamma(j+1-s) \quad 0 \leqslant k \leqslant j$.
The result is a series
$G_{0, n}^{n, 0}\left(y^{2} \mid b_{1}^{+}, \ldots, b_{n}^{+}\right)=1+\sum_{j=1}^{\infty} c_{+}(n, j, \ln |y|) y^{2 j} / \prod_{k=1}^{\min (2 j, n)}\left(j-b_{k}^{+}\right)!$
where $c_{+}(n, j, \ln |y|)$ is a polynomial of order at most $n-1 \mathrm{in} \ln |y|$. Similarly, in the case of $\left\{b_{j}^{-}\right\}, s=j+\frac{1}{2}$ is a pole of order $\min (n, 2 j+2)$, calculation of the residue is again straightforward, and
$G_{0, n}^{n, 0}\left(y^{2} \mid b_{1}^{-}, \ldots, b_{n}^{-}\right)=\sum_{j=0}^{\infty} c_{-}(n, j, \ln |y|)|y|^{2 j+1} / \prod_{k=1}^{\min (2 j, n)}\left(j+\frac{1}{2}-b_{k}^{-}\right)!$
where $c_{-}(n, j, \ln |y|)$ is again a polynomial of order at most $n-1$ in $\ln |y|$. For large $j$, owing to the presence of $n$ factorials in the denominator, the convergence of the series (4.6) or (4.7) is better, the larger $n$ is.

As an illustration we compute in appendix A. 1 the functions $G_{0, n}^{n, 0}\left(y^{2} \mid b_{1}^{ \pm}, \ldots, b_{n}^{ \pm}\right.$, ) for $n=3$ and $n=4$. We also give the expressions of $g_{n}(y)$ for $n=1,2,3$ and 4 , and plot their graphs in figure 1.

Near $s=0$ the poles at $s=0$ and $s=1$ (resp. $s=\frac{1}{2}$ ) are dominant for the case $\left\{b_{j}^{+}\right\}$(resp. $\left\{b_{j}^{-}\right\}$). Using equations (1.1) and (1.2) we find the expansions (1.10)-(1.12) for $g_{n}(y)$ near the origin with $n=2,3, \ldots$

## 5. $G$-functions for large values of the variable

When $|x| \rightarrow \infty,|\arg x| \leqslant(n+1) \pi-\delta, \delta>0$, we have the asymptotic expansion [10]
$G_{0, n}^{n, 0}\left(x \mid b_{1}^{ \pm}, \ldots, b_{n}^{ \pm}\right)=(2 \pi)^{(n-1) / 2} n^{-1 / 2} \exp \left(-n x^{1 / n}\right) x^{\theta_{n}^{ \pm}}\left[1+c_{n}^{ \pm} x^{-1 / n}+\mathrm{O}\left(x^{-2 / n}\right)\right]$
where

$$
\begin{align*}
& \theta_{n}^{ \pm}=\frac{1}{n}\left(\sum_{j=1}^{n} b_{j}^{ \pm}-\frac{n-1}{2}\right)  \tag{5.2}\\
& c_{n}^{ \pm}=\frac{1}{2} \sum_{j=1}^{n}\left(b_{j}^{ \pm}\right)^{2}-\frac{1}{2 n}\left(\sum_{j=1}^{n} b_{j}^{ \pm}\right)^{2}-\frac{n^{2}-1}{24 n} . \tag{5.3}
\end{align*}
$$

From the expressions of the $b_{j}^{+}$, equation (2.19), one has for $n$ odd,

$$
\begin{align*}
\theta_{n}^{+} & =\frac{(n-1)^{2}}{4 n}  \tag{5.4}\\
c_{n}^{+} & =\frac{\left(n^{2}-1\right)^{2}}{96 n} \tag{5.5}
\end{align*}
$$

Setting $n=2 m+1$, one obtains the asymptotic expression (1.17).
Similarly, for $n$ even, equations (2.19) and (2.29) give

$$
\begin{align*}
& \theta_{n}^{ \pm}=\frac{n^{2}-2 n+2}{4 n}  \tag{5.6}\\
& c_{n}^{+}+c_{n}^{-}=\frac{n^{4}-2 n^{2}+4}{48 n}  \tag{5.7}\\
& c_{n}^{+}-c_{n}^{-}=\frac{n}{8} . \tag{5.8}
\end{align*}
$$

Setting $n=2 m$, one obtains the asymptotic expressions (1.18) and (1.19) according to the value of $(-1)^{m} \operatorname{sign}(y)$.

## 6. Integer moments of $g_{\boldsymbol{n}}(\boldsymbol{y})$

The moments of the probability density $g_{n}(y)$ can be expressed in terms of the Mellin transforms $\mathcal{M}_{n}^{ \pm}$as follows. For $q=0,1, \ldots$

$$
\begin{align*}
M(n, q)= & {\left[1+(-1)^{q}\right] \int_{0}^{\infty} g_{n}^{+}(y) y^{q} \mathrm{~d} y+\left[1-(-1)^{q}\right] \int_{0}^{\infty} g_{n}^{-}(y) y^{q} \mathrm{~d} y } \\
& =\left[1+(-1)^{q}\right] \mathcal{M}_{n}^{+}(q+1)+\left[1-(-1)^{q}\right] \mathcal{M}_{n}^{-}(q+1) \tag{6.1}
\end{align*}
$$

Replacing $\mathcal{M}_{n}^{ \pm}(q+1)$ by their expressions, equations (2.18), (2.19), (2.28) and (2.29) yields on simplification values given in equations (1.21)-(1.24).
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## Appendix

## A.1. Particular cases $n=1,2,3$ and 4

The relation between the $G$-functions and the $g_{n}(y)$ are given in equations (1.1)-(1.4). For $n=1$ and 2, equations (4.2) and (4.4) yield

$$
\begin{align*}
& g_{1}(y)=\frac{1}{\sqrt{\pi}} \mathrm{e}^{-y^{2}}  \tag{A.1}\\
& g_{2}(y)=\frac{4}{\pi}\left[|y| K_{1}(2|y|)-y K_{0}(2|y|)\right] . \tag{A.2}
\end{align*}
$$

For $n=3$ and $n=4$ the expressions of the $G$-functions are not found in the literature and one has to calculate the residues at the poles as explained in section 4. As the order of any pole is not greater than 3 or 4 , the calculation is not prohibitive. The relevant results are

$$
\begin{align*}
G_{0,3}^{3,0}\left(y^{2} \mid 0,1,1\right) & =1+\frac{1}{2} \sum_{j=1}^{\infty} \frac{(-)^{j} j^{2} y^{2 j}}{j!^{2}} \\
& \times\left\{\left[2 \ln |y|+3 \gamma+\frac{2}{j}-3 S_{1}(j)\right]^{2}+\frac{\pi^{2}}{2}-\frac{2}{j^{2}}+3 S_{2}(j)\right\} \tag{A.3}
\end{align*}
$$

$$
\begin{align*}
G_{0,4}^{4,0}\left(y^{2} \mid 0,1,1,2\right) & =1-\frac{y^{2}}{2}\left[(2 \ln |y|+4 \gamma-1)^{2}+\frac{2 \pi^{2}}{3}+1\right] \\
& -\frac{1}{6} \sum_{j=2}^{\infty} \frac{j^{3}(j-1) y^{2 j}}{j!^{4}}\left\{\left[2 \ln |y|+4 \gamma+\frac{3}{j}+\frac{1}{j-1}-4 S_{1}(j)\right]^{3}\right. \\
& +3\left[2 \ln |y|+4 \gamma+\frac{3}{j}+\frac{1}{j-1}-4 S_{1}(j)\right] \\
& \left.\times\left[\frac{2 \pi^{2}}{3}-\frac{3}{j^{2}}-\frac{1}{(j-1)^{2}}+4 S_{2}(j)\right]+8 \zeta(3)+\frac{6}{j^{3}}+\frac{2}{(j-1)^{3}}-8 S_{3}(j)\right\} \tag{A.4}
\end{align*}
$$

$G_{0,4}^{4,0}\left(y^{2} \left\lvert\, \frac{1}{2}\right., \frac{1}{2}, \frac{3}{2}, \frac{3}{2}\right)=-(2 \ln |y|+4 \gamma)|y|-\frac{1}{6} \sum_{j=1}^{\infty} \frac{j^{2}|y|^{2 j+1}}{j!^{4}}$

$$
\times\left\{\left[2 \ln |y|+4 \gamma+\frac{2}{j}-4 S_{1}(j)\right]^{3}+3\left[2 \ln |y|+4 \gamma+\frac{2}{j}-4 S_{1}(j)\right]\right.
$$

$$
\begin{equation*}
\left.\times\left[\frac{2 \pi^{2}}{3}-\frac{2}{j^{2}}+4 S_{2}(j)\right]+8 \zeta(3)+\frac{4}{j^{3}}-8 S_{3}(j)\right\} \tag{A.5}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{p}(j):=\sum_{k=1}^{j} k^{-p} \tag{A.6}
\end{equation*}
$$

and $\zeta(3)$ is the Riemann zeta function

$$
\begin{equation*}
\zeta(k):=\sum_{j=1}^{\infty} \frac{1}{j^{k}} \tag{A.7}
\end{equation*}
$$

so that one has

$$
\begin{align*}
& g_{3}(y)=\frac{4}{\pi^{3 / 2}} G_{0,3}^{3,0}\left(y^{2} \mid 0,1,1\right)  \tag{A.8}\\
& g_{4}(y)=\frac{16}{3 \pi^{2}}\left[G_{0,4}^{4,0}\left(y^{2} \mid 0,1,1,2\right)+\operatorname{sign}(y) G_{0,4}^{4,0}\left(y^{2} \left\lvert\, \frac{1}{2}\right., \frac{1}{2}, \frac{3}{2}, \frac{3}{2}\right)\right] \tag{A.9}
\end{align*}
$$

The graphs of $g_{n}(y)$ for $n=1,2,3$ and 4 are plotted in figure 1 . Note the shape of these curves: for $n$ odd $g_{n}(y)$ is an even function having a maximum at $y=0$; while $g_{2}(y)$ and $g_{4}(y)$ have their maxima respectively for a negative and a positive value of $y$ in agreement with the sign of the moment $M(2 m, 1)$ as given by equation (1.23). We expect this behaviour to be true for all $g_{2 m}(y)$.

## A.2. Calculation of a determinant

Consider the $n \times n$ determinant $\operatorname{det}\left[\Gamma(s+i+j]_{i, j=0, \ldots, n-1}\right.$, with $s$ some complex number. A determinant is not changed if we add a constant multiple of a row to another row. Subtract $s+i-1$ times the $(i-1)$ th row from the $i$ th row successively for $i=n-1, n-2, \ldots, 1$. Thus the $i$ th row for $1 \leqslant i \leqslant n-1$ changes to

$$
\begin{align*}
\Gamma(s+i+j) & -(s+i-1) \Gamma(s+i+j-1) \\
& =\Gamma(s+i+j-1)[(s+i+j-1)-(s+i-1)]=j \Gamma(s+i+j-1) \tag{A.10}
\end{align*}
$$

Now the first column $j=0$ has only one non-zero element, $\Gamma(s)$, in the $(0,0)$ place, the $j$ th column has a common factor $j$ in the rows $1 \leqslant i \leqslant n-1$, which can be taken out, and the original $(i, j)$ element is changed to $\Gamma(s+i+j-1)$. Thus

$$
\begin{gather*}
\operatorname{det}[\Gamma(s+i+j)]_{i, j=0,1, \ldots, n-1}=\Gamma(s)(n-1)!\operatorname{det}[\Gamma(s+i+j-1)]_{i, j=1, \ldots, n-1} \\
=\Gamma(s)(n-1)!\operatorname{det}[\Gamma(s+i+j+1)]_{i, j=0, \ldots, n-2} \tag{A.11}
\end{gather*}
$$

A recurrence on $n$ now gives

$$
\begin{equation*}
\operatorname{det}[\Gamma(s+i+j)]_{i, j=0, \ldots, n-1}=\prod_{j=0}^{n-1} j!\Gamma(s+j) \tag{A.12}
\end{equation*}
$$

## A.3. Gaussian symplectic and Gaussian orthogonal ensembles

The probability density for the eigenvalues of a matrix taken from the Gaussian symplectic or Gaussian orthogonal ensemble is known to be [1]

$$
\begin{equation*}
F_{\beta}(\boldsymbol{x})=C_{n \beta} \exp \left(-\sum_{j=1}^{n} x_{j}^{2}\right)|\Delta(\boldsymbol{x})|^{\beta} \quad \beta=4 \text { or } 1 . \tag{A.13}
\end{equation*}
$$

The Mellin transforms of the even and odd parts of the probability density $g_{n \beta}(y)$ of its determinant $y=x_{1} \ldots x_{n}$ can again be considered

$$
\begin{align*}
\mathcal{M}_{n \beta}^{ \pm}(s) & :=\int_{0}^{\infty} y^{s-1} g_{n \beta}^{ \pm}(y) \mathrm{d} y  \tag{A.14}\\
& =\frac{1}{2} \int_{-\infty}^{\infty} F_{\beta}(\boldsymbol{x})\left|x_{1} \ldots x_{n}\right|^{s-1} \varepsilon^{ \pm}\left(x_{1} \ldots x_{n}\right) \mathrm{d} x_{1} \ldots \mathrm{~d} x_{n} \tag{A.15}
\end{align*}
$$

with $\varepsilon^{+}(x)=1$ and $\varepsilon^{-}(x)=\operatorname{sign}(x)$.
When $\beta=4, \Delta^{4}(\boldsymbol{x})$ can be expressed as a confluent polynomial alternant [11]

$$
\begin{equation*}
\Delta^{4}(\boldsymbol{x})=\operatorname{det}\left[P_{i-1}\left(x_{j}\right), P_{i-1}^{\prime}\left(x_{j}\right)\right]_{\substack{i=1, \ldots, 2 n \\ j=1, \ldots, n}} \tag{A.16}
\end{equation*}
$$

with arbitrary monic polynomials $P_{i}(x)$. Then an expansion similar to equation (2.7) gives

$$
\begin{gather*}
\mathcal{M}_{n 4}^{ \pm}(s)=\frac{1}{2} C_{n 4} 2^{-n} \sum_{(i)} \prod_{k=1}^{n} \int_{-\infty}^{\infty}\left[P_{i_{2 k-1}}\left(x_{k}\right) P_{i_{2 k}}^{\prime}\left(x_{k}\right)-P_{i_{2 k-1}}^{\prime}\left(x_{k}\right) P_{i_{2 k}}\left(x_{k}\right)\right] \\
\quad \times \mathrm{e}^{-x_{k}^{2}}\left|x_{k}\right|^{s-1} \varepsilon^{ \pm}\left(x_{k}\right) \mathrm{d} x_{k}  \tag{A.17}\\
=  \tag{A.18}\\
\frac{1}{2} C_{n 4} n!\operatorname{pf}\left[\Phi_{i j}^{ \pm}(4)\right]_{i, j=0,1, \ldots, 2 n-1}
\end{gather*}
$$

where

$$
\begin{equation*}
\Phi_{i j}^{ \pm}(4):=\int_{-\infty}^{\infty} \mathrm{e}^{-x^{2}}|x|^{s-1} \varepsilon^{ \pm}(x)\left[P_{i}(x) P_{j}^{\prime}(x)-P_{i}^{\prime}(x) P_{j}(x)\right] \mathrm{d} x . \tag{A.19}
\end{equation*}
$$

Choosing $P_{i}(x)=x^{i}$, one sees that
$\Phi_{i j}^{+}(4)=\left\{\begin{array}{ll}(j-i) \Gamma\left(\frac{i+j+s-1}{2}\right) & i+j \text { odd } \\ 0 & i+j \text { even }\end{array} \quad \operatorname{Re} s>0\right.$
$\Phi_{i j}^{-}(4)=\left\{\begin{array}{ll}(j-i) \Gamma\left(\frac{i+j+s-1}{2}\right) & i+j \text { even } \\ 0 & i+j \text { odd }\end{array} \quad \operatorname{Re} s>0\right.$.

The alternate elements of the matrices $\left[\Phi_{i j}^{ \pm}\right]_{i, j=0,1, \ldots, 2 n-1}$ are zero and they can be collected together by a rearrangement of the rows and columns without changing the determinant. Thus one finds that
$\mathcal{M}_{n 4}^{+}(s)=\frac{1}{2} C_{n 4} n!\operatorname{det}\left[(2 j-2 i+1) \Gamma\left(i+j+\frac{s}{2}\right)\right]_{i, j=0, \ldots, n-1}$
$\mathcal{M}_{n 4}^{-}(s)=\frac{1}{2}(-1)^{n / 2} C_{n 4} n!\operatorname{pf}\left[(2 j-2 i) \Gamma\left(i+j+\frac{s-1}{2}\right)\right]_{i, j=0,1, \ldots, n-1}$

$$
\begin{equation*}
\times \operatorname{pf}\left[(2 j-2 i) \Gamma\left(i+j+\frac{s+1}{2}\right)\right]_{i, j=0,1, \ldots, n-1} \quad n \text { even } \tag{A.23}
\end{equation*}
$$

$\mathcal{M}_{n 4}^{-}(s)=0 \quad n$ odd.
We did not succeed in finding a compact expression for these determinants valid for general $n$ so as to find their inverse Mellin transforms.

When $\beta=1$, one can integrate over alternate variables $x_{1}, x_{3}, x_{5}, \ldots$, for example, to overcome the inconvenience of the absolute value sign of $\Delta(x)$ in the integrand. Thus $\mathcal{M}_{n 1}^{ \pm}(s)$ can again be expressed as a determinant or a Pfaffian depending on the parity of $n$. For example, when $n$ is even,

$$
\begin{equation*}
\mathcal{M}_{n 1}^{ \pm}(s)=\frac{1}{2} C_{n 1} n!\operatorname{det}\left[\Phi_{2 i, 2 j+1}^{ \pm}(1)\right]_{i, j=0,1, \ldots, n / 2-1} \tag{A.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{2 i, 2 j+1}^{ \pm}(1):=2 \int_{-\infty<x \leqslant y<\infty}|x y|^{s-1} x^{2 i} y^{2 j+1} \mathrm{e}^{-x^{2}-y^{2}} \varepsilon^{ \pm}(x y) \mathrm{d} x \mathrm{~d} y \tag{A.26}
\end{equation*}
$$

Finding a general expression for these determinants or Pfaffians to study their inverse Mellin transforms is more difficult.

## A.4. Complex matrices

If we consider the ensemble of complex matrices, without the Hermitian property, the real and imaginary parts of each matrix element being an independent Gaussian random variable, then the probability density of its complex eigenvalues $\boldsymbol{z}:=\left\{z_{j}=x_{j}+\mathrm{i} y_{j}, 1 \leqslant j \leqslant n\right\}$, is known [12] for $n=1,2, \ldots$

$$
\begin{equation*}
F_{c}(\boldsymbol{z})=K_{c} \exp \left(-\sum_{j=1}^{n}\left|z_{j}\right|^{2}\right) \Delta(z) \Delta\left(z^{*}\right) \quad K_{c}^{-1}:=\pi^{n} \prod_{j=1}^{n} j!. \tag{A.27}
\end{equation*}
$$

To find the probability density

$$
\begin{equation*}
g_{c, n}(\xi):=\int F(\boldsymbol{z}) \delta\left(\xi-z_{1} \ldots z_{n}\right) \prod_{j=1}^{n} \mathrm{~d} x_{j} \mathrm{~d} y_{j} \tag{A.28}
\end{equation*}
$$

of the determinant $\xi:=r \mathrm{e}^{\mathrm{i} \theta}=z_{1} \ldots z_{n}$, one may use the Fourier series
$g_{c, n}(\xi)=\sum_{m=-\infty}^{\infty} a_{m}(r) \mathrm{e}^{\mathrm{i} m \theta} \quad a_{m}(r)=\frac{1}{2 \pi} \int_{0}^{2 \pi} g_{c, n}\left(r \mathrm{e}^{\mathrm{i} \theta}\right) \mathrm{e}^{-\mathrm{i} m \theta} \mathrm{~d} \theta$.
The Mellin transform $\mathcal{A}_{m}(s)$ of $a_{m}(r)$ is

$$
\begin{aligned}
\mathcal{A}_{m}(s) & :=\int_{0}^{\infty} r^{s-1} a_{m}(r) \mathrm{d} r \\
& =\frac{1}{2 \pi} \int_{0}^{\infty} \int_{0}^{2 \pi}\left[g_{c, n}\left(r \mathrm{e}^{\mathrm{i} \theta}\right) r^{s-2} \mathrm{e}^{-\mathrm{i} m \theta}\right] r \mathrm{~d} r \mathrm{~d} \theta
\end{aligned}
$$

$$
\begin{align*}
& =\frac{1}{2 \pi} \int g_{c, n}(\xi)|\xi|^{s-2} \mathrm{e}^{-\mathrm{i} m \arg \xi} \mathrm{~d} \xi \\
& =\frac{1}{2 \pi} \int F(\boldsymbol{z}) \prod_{j=1}^{n}\left[\left|z_{j}\right|^{s-2} \exp \left(-\mathrm{i} m \arg z_{j}\right) \mathrm{d} x_{j} \mathrm{~d} y_{j}\right] \tag{A.30}
\end{align*}
$$

The above expression is again the average value of a function $\Phi(\boldsymbol{z})=\prod_{j=1}^{n} \phi\left(z_{j}\right)$. Then, the method of section 2 gives

$$
\begin{gather*}
\mathcal{A}_{m}(s)=\frac{1}{2 \pi} K_{c} n!\operatorname{det}\left[\int \mathrm{e}^{-|z|^{2}} z^{j} z^{* k}|z|^{s-2} \exp (-\mathrm{i} m \arg z) \mathrm{d} x \mathrm{~d} y\right]_{j, k=0,1, \ldots, n-1} \\
=\delta_{m, 0} K_{c} n!\prod_{j=0}^{n-1} \Gamma\left(j+\frac{s}{2}\right) \tag{A.31}
\end{gather*}
$$

This shows that $a_{m}(r)=0$ for $m \neq 0$, and $a_{0}(r)$ is a Meijer $G$-function,

$$
\begin{equation*}
g_{c, n}(\xi)=\left(\pi \prod_{j=0}^{n-1} j!\right)^{-1} G_{0, n}^{n, 0}\left(r^{2} \mid 0,1, \ldots, n-1\right) \tag{A.32}
\end{equation*}
$$

For $n=1$ and 2 this gives for example, using equations (4.2) and (4.3),

$$
\begin{align*}
& g_{c, 1}(\xi)=\frac{1}{\pi} G_{0,1}^{1,0}\left(r^{2} \mid 0\right)=\frac{1}{\pi} \mathrm{e}^{-r^{2}}  \tag{A.33}\\
& g_{c, 2}(\xi)=\frac{1}{\pi} G_{0,2}^{2,0}\left(r^{2} \mid 0,1\right)=\frac{2}{\pi} r K_{1}(2 r) \tag{A.34}
\end{align*}
$$

which can also be verified by a direct calculation.

## A.5. Quaternion real matrices

If we consider the ensemble of quaternion real matrices, without the self-dual property, the four real components of each (quaternion real) matrix element being independent Gaussian random variables, then the eigenvalues are complex, $\boldsymbol{z}:=\left\{z_{j}=x_{j}+\mathrm{i} y_{j}, 1 \leqslant j \leqslant n\right\}$, and their probability density is known [15] for $n=1,2, \ldots$
$F_{Q}(\boldsymbol{z})=K_{Q} \exp \left(-\sum_{j=1}^{n}\left|z_{j}\right|^{2}\right) \prod_{j=1}^{n}\left|z_{j}-z_{j}^{*}\right|^{2} \prod_{1 \leqslant j<k \leqslant n}\left|z_{j}-z_{k}\right|^{2}\left|z_{j}-z_{k}^{*}\right|^{2}$
$K_{Q}^{-1}:=n!(2 \pi)^{n} \prod_{j=1}^{n}(2 j-1)!$.
To find the probability density

$$
\begin{equation*}
g_{q, n}(\xi):=\int F_{Q}(\boldsymbol{z}) \delta\left(\xi-z_{1} \ldots z_{n}\right) \prod_{j=1}^{n} \mathrm{~d} x_{j} \mathrm{~d} y_{j} \tag{A.37}
\end{equation*}
$$

of the determinant $\xi:=r \mathrm{e}^{\mathrm{i} \theta}=z_{1} \ldots z_{n}$, one may use, as in appendix A.4, the Fourier series

$$
\begin{equation*}
g_{q, n}(\xi)=\sum_{m=-\infty}^{\infty} a_{m}(r) \mathrm{e}^{\mathrm{i} m \theta} \quad a_{m}(r)=\frac{1}{2 \pi} \int_{0}^{2 \pi} g_{q, n}\left(r \mathrm{e}^{\mathrm{i} \theta}\right) \mathrm{e}^{-\mathrm{i} m \theta} \mathrm{~d} \theta \tag{A.38}
\end{equation*}
$$

The Mellin transform $\mathcal{A}_{m}(s)$ of $a_{m}(r)$ is

$$
\mathcal{A}_{m}(s):=\int_{0}^{\infty} r^{s-1} a_{m}(r) \mathrm{d} r
$$

$$
\begin{align*}
& \quad=\frac{1}{2 \pi} \int_{0}^{\infty} \int_{0}^{2 \pi}\left[g_{q, n}\left(r \mathrm{e}^{\mathrm{i} \theta}\right) r^{s-2} \mathrm{e}^{-\mathrm{i} m \theta}\right] r \mathrm{~d} r \mathrm{~d} \theta \\
& \quad=\frac{1}{2 \pi} \int g_{q, n}(\xi)|\xi|^{s-2} \mathrm{e}^{-\mathrm{i} m \arg \xi} \mathrm{~d} \xi \\
& \quad=\frac{1}{2 \pi} \int F_{Q}(\boldsymbol{z}) \prod_{j=1}^{n}\left[\left|z_{j}\right|^{s-2} \exp \left(-\mathrm{i} m \arg z_{j}\right) \mathrm{d} x_{j} \mathrm{~d} y_{j}\right] \\
& \quad=\frac{1}{2 \pi} K_{Q} \int \operatorname{det}\left[z_{j}^{k}, \quad z_{j}^{* k}\right] \substack{j=1,2, \ldots, n \\
k=0,1, \ldots, 2 n-1}  \tag{A.39}\\
& \times \prod_{j=1}^{n}\left[\left(z_{j}-z_{j}^{*}\right) \mathrm{e}^{-|z|^{2}}\left|z_{j}\right|^{s-2} \exp \left(-\mathrm{i} m \arg z_{j}\right) \mathrm{d} x_{j} \mathrm{~d} y_{j}\right] \tag{A.40}
\end{align*}
$$

where $\operatorname{det}\left[z_{j}^{k}, z_{j}^{* k}\right]$ denotes a $2 n \times 2 n$ determinant whose $(2 j-1)$ th column consists of the successive powers of $z_{j}$ and whose $2 j$ th column consists of the successive powers of $z_{j}^{*}$, for $j=1,2, \ldots, n$.

Expression (A.40) is again the average value of a function $\Phi(\boldsymbol{z})=\prod_{j=1}^{n} \phi\left(z_{j}\right)$, the weight being a determinant containing each variable in two columns. An expansion similar to equation (2.7) then gives

$$
\begin{equation*}
\mathcal{A}_{m}(s)=\frac{1}{2 \pi} K_{Q} n!\operatorname{pf}\left[A_{j k}\right]_{j, k=0,1, \ldots, 2 n-1} \tag{A.41}
\end{equation*}
$$

with

$$
\begin{align*}
& A_{j k}:=\int\left(z^{j} z^{* k}-z^{* j} z^{k}\right)\left(z-z^{*}\right) \mathrm{e}^{-|z|^{2}}|z|^{s-2} \exp (-\mathrm{i} m \arg z) \mathrm{d} x \mathrm{~d} y \\
&=\int_{0}^{\infty} r^{j+k+s-1} \mathrm{e}^{-r^{2}} r \mathrm{~d} r \int_{0}^{2 \pi}\left(\mathrm{e}^{\mathrm{i}(j-k) \theta}-\mathrm{e}^{-\mathrm{i}(j-k) \theta}\right)\left(\mathrm{e}^{\mathrm{i} \theta}-\mathrm{e}^{-\mathrm{i} \theta}\right) \mathrm{e}^{-\mathrm{i} m \theta} \mathrm{~d} \theta \\
&=\pi \Gamma\left(\frac{j+k+s+1}{2}\right)\left[\delta_{j-k, m-1}-\delta_{j-k, m+1}+\delta_{j-k,-m-1}-\delta_{j-k,-m+1}\right] \tag{A.42}
\end{align*}
$$

If $|m|>n+1$, then $A_{n, k}=0$ for $k=0,1, \ldots, 2 n-1$, so that $\operatorname{pf}\left[A_{j k}\right]=0=\mathcal{A}_{m}(s)$ and $a_{m}(r)=0$. Also a careful examination shows that $\mathcal{A}_{m}(s)=0$ for $n$ and $m$ both odd, while for any $n$

$$
\begin{align*}
& \mathcal{A}_{0}(s)=\frac{1}{2 \pi} K_{Q} n!(2 \pi)^{n} \prod_{j=0}^{n-1} \Gamma\left(\frac{s+2 j+1}{2}\right)  \tag{A.43}\\
& \mathcal{A}_{n+1}(s)=\mathcal{A}_{-n-1}(s)=\frac{1}{2 \pi} K_{Q} n!(-\pi)^{n} \prod_{j=0}^{n-1} \Gamma\left(\frac{n+s+2 j+1}{2}\right) \tag{A.44}
\end{align*}
$$

showing that $a_{n+1}(r)=a_{-n-1}(r) \neq 0$. Actually $a_{m}(r)=a_{-m}(r)$, and in general, $a_{m}(r) \neq 0$ for $|m| \leqslant n+1$, so that $g_{q, n}(\xi)$ is real. $\mathcal{A}_{m}(s)$ can be calculated with increasing difficulty as $(n+1-|m|)$ increases.
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